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Today’s Discussion

 How to think about ChatGPT
« Evaluating the commercial viability of Al
 Where the technology is headed



How to think about ChatGPT



About ChatGPT

 Launched in November 2022

« Built on GPT-3 language @ OpenAI | 5
model

« Developed by OpenAl (2015)

- (O) Instagram. 76

- Backed by Silicon Valley
insiders

- Strategic partnership with Sseotiy [ =
Microsoft

« $1B committed to date

 Projecting $200M in revenue
by end of 2023

facebook

@ airbnb 912




Why has ChatGPT created such buzz?

Natural language processing capabilities have reframed the established expectations of end users.

n Write this text like a fairy tale for children:
For years, we've been promised that Al would be the next big thing. But let's be real, take
Amazon's Alexa for example. Does this device feel intelligent? If you're very lucky, she will
play the correct song at the first attempt.

&

What can | help

you with?




How ChatGPT works

« ChatGPT'’s key breakthrough
is in its usage of
Reinforcement Learning
from Human Feedback
(RLHF)

« Human feedback is
embedded within the
training loop to minimize
harmful, untruthful, and/or
biased outputs

Al is evaluated across two key
dimensions:

« Capability how well it can
optimize its objective
function (the goal defined by
the mathematical
expression)

« Alighment what we want the
model to do (versus the data
on which it is trained)

A list of like prompts are
selected and a group of
human labelers create the

expected output response.

Based on the expected

response, multiple outputs
e are then generated.

Human labelers evaluate
and rank the best.

This ranking used to train
the model to solve for a
Reward Score that is

aligned to human

preferences.

Source(s): OpenAl, AssemblyAl

Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

>
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Explain reinforcement

learning to a 6 year old.
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We give treats and
punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.
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=/
Explain reinforcement
learning to a 6 year old.

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.

PPO




The pros and cons of ChatGPT

O

 Human-like natural language
processing

Low friction trial

Scale of internet audience fuels
virality

API creates a path forward for
monetization

Microsoft $10B investment is a
shortcut to enterprise adoption

o

« Public API = Copy cats

* Free -> “$3M in burn per month”
Human curation -> slow & $$$
Compute capacity constrained
Trained on 2021 data

Capability # Alignment
Information labeled is not vetted




Why Microsoft is investing $10B

Exclusive access to the model. OpenAI will be integrated
to bolster legacy offerings (Windows, Office, Bing) and
accelerate developer ecosystems (Azure, GitHub)

After initial partners are paid back on initial investment
round, MSOFT receives 75% of proceeds until its
investment is paid back

September 2016
Microsoft achieves human parity in
conversational speech recognition.

June 2019

Microsoft integrates neural machine translation
research breakthroughs into Azure and achieves
human parity in general language understanding.

February 2020
Microsoft announces Turing-NLG language
model at 17 billion parameters.

September 2020
Microsoft teams up with OpenAl to
exclusively license GPT-3 models.

May 2021
Microsoft introduces its first product
features powered by GPT-3 models.

November 2021

Microsoft introduces Azure OpenAl Service.

June 2022
GitHub Copilot becomes generally available.

January 2023
Microsoft announces Azure OpenAl Service
now generally available. ChatGPT coming soon.

January 2018
Microsoft achieves human parity
in reading comprehension.

March 2018
Microsoft reaches human parity in
machine translation.

July 2019
Microsoft and OpenAl announce exclusive
partnership to accelerate breakthroughs in Al.

May 2020

Microsoft announces its first Al
supercomputers, built in collaboration
with and exclusively for OpenAl.

October 2020

Microsoft announces Al breakthroughs in
image captioning available in Azure, Word,
Outlook, and PowerPoint.

June 2021

GitHub launches Copilot, an Al pair
programmer that takes advantage of the
OpenAl Codex model to support developers.

May 2022

Microsoft expands access to Azure OpenAl
Service with more models and new
responsible Al system.

October 2022
Microsoft announces DALL-E 2 in Azure OpenAl

Service, new Designer app, and Bing Image Creator.

Source(s): Microsoft, Fortune

Economics of the OpenAl deal
FLOW OF PROFIT DISTRIBUTION THROUGH THE INVESTMENTS REPAYMENT PHASES

TO START, FIRST

CLOSE PARTNERS

(FCP)GETS AL
PROFITS UNTIL

THE PRINCIPAL
IS PAID BACK

AFTER THE FCP THEREST

PRINCIPAL IS GOES TO
PAID BACK, 25% MICROSOFT
GOESTO UNTIL ITS
EMPLOYEES & INVESTMENT
FCP PROFIT IS PAID BACK
CAP PAYDOWN

THEN,
OPENAI
NONPROFIT

A LARGER
SHARE FLOWS

THE
TO EMPLOYEES REMAINDER

GOES T0
(41%) & FCP
@%PROFIT  Lesermees lummme sunones ol
CAP PAYDOWN o oum

2 ONCE FULLY PAID DOWN,

SOURCE: OPENAINONPROFIT

DOCUMENTS SEEN BY FORTUNE EVENTUALLY TAKES OVER

FURTUNE 100% OF PROFIT
DISTRIBUTION




Evaluating the commercial
viability of Al tools



Signals that an AI tool has commercial viability

« Application Programming Interface (API) first
» Integrates within larger software ecosystems
* Low friction, self-serve end user adoption

« Community-led go-to-market motion



Commercial signals: API first

Al engines are only as valuable as their ability to integrate within existing technologies.

. - I del RESOLUTION PRICE
« APIs act as the communication mase moce T
5 5 o Build DALL-E directly into your apps to generate and edit novel
b rl d g e betwee n a p p l.l Catl 0 n S to ifrlzji?;‘?tj.nd art. Our image models offer three tiers of resolution for 512x512 $0.018 / image
pass through data e

« An API first approach to
software development means
that the API is a primary
product value proposition

Language models

Base models

« Generative AI scales by being P Babbage Curie Davinc o
embedded within the context
of application layers

$0.0004 /i iokens $0.0005 /i okens $0.0020 /i okens $0.0200 /i tokens
« Usage based pricing models
are the defacto for AI s el och whh i capblits andec s A ChatGPT users report $42 a month
programs the fastest model, while Davinci is the most powerful. pricing for ‘pro’ access but no official
Prices are per 1,000 tokens. You can think of tokens as pieces of words, announcement yet

where 1,000 tokens is about 750 words. This paragraph is 35 tokens.

/ OpenAl said earlier this month it
would be testing a faster, paid
version of the Al chatbot, but it's
not clear if the $42 pricing will
stick around.

12
Source(s): OpenAl, Postman, The Verge



Commercial signals: Enterprise software ecosystem

Artificial intelligence must be value accretive to the relevant major players within the tech stack.

Go-to-Market Data & Operations
* In current market environment, { \ ( Jdb \
IT buyers have a lower | ORACLE < snowflake
willingness to rip and replace salesforce NetSuite
proven tech for new feature @
functionality lShOplfy
Mission critical software HUbS‘%t databricks  ORACLE
ecosystems have established
marketplaces and app stores = .
with in-market customers "‘ Adobe WorDPRESS St"pe servicennow
* Winners in this environment \ \ /
will integrate seamlessly and
improve tech stack efficiency Infrastructure
4 )

AW5 A\ Azure 3 . O

Google Cloud crROWDSTRIKE  GitHub

\_ J

13



Commercial signals: Low friction, self-serve adoption

Artificial intelligence products adopt PLG (Product Led Growth) to scale efficiently.

Companies with product-led motions
grow efficiently by driving the
flywheel of demand

Drive users to the website: Build
awareness in the user ecosystem
that you solve their problem

Onboard users successfully:
Ensure that they start seeing
value as quickly as possible

Generate a usage habit: Keep
users engaged and active

Retain users: Win back customers
who drop off

Expand customer use cases: Help
customers to uncover new areas
of value and product features

Source(s): Insight Partners

.7

Number of Signups
Virality Coefficient
Time to Value (TTV)

Net Revenue

Retention

D/W/M Active Users
(DAU/WAU/MAU)

Net Promoter Score
(NPS)

Expansion Revenue

Customer Satisfaction
(CSAT)

LY
-~ rd

Free to Paid
Conversion

Average Revenue Per
Customer/User
(ARPC/U)

Customer Lifetime
Value (CLV)

Activation Rate

Product Qualified

S Leads (PQLs)

14



Commercial signals: Community-led GTM

Technical end user communities are the driving force of product credibility and word-of-mouth referrals.

Communities

Developer-Focused SaaS Companies with Communities Destinations for community end
users collaborate on projects
related software solutions and

. learn best practices from peers
Adopted N 63%
Community 20%
4 slack [ oiscoro
Planning  TE— 67% O
to Test 54% Ayl GitLab
GitHub

[ J
@ reddit
® Developer Focused Non Developer

Source(s): Insight Partners

Forums/Blogs/Podcasts

Trusted sources where end user
personas go to learn about broader
industry trends and from the technical
experts in their field

9 Opscom % MORNING BREW

WHERE THE WORLD MEETS DEVOPS

p Full Stack Radio

4‘|§¥k|éKh» A podcast for developers interested in building great
\ 'RAD'O software products. Hosted by Adam Wathan.

Y Apple Podcasts + Overcast = RSS

15



Where the technology is
headed






Al engines will be embedded in our digital life

The Generative Al
Application Landscape @

Aworkin progress
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Funding to Date

$131M

Value Proposition

Content generator optimized for
marketing use cases such as social
media, ads, blog posts and web copy

N/A

Independent AI art generation
engine that turns text prompts into
high resolution images

& GitHub Copil

$1B

Trained on billions of lines of code,
Copilot turns natural language
prompts into coding suggestions
across dozens of languages

Hour
One.

$25M

Automatically turn text into videos
with computer generated presenters.
These lifelike virtual characters are
based on real humans and can be
animated with human expressions
just from text

(@ Grain

$20M

Record, transcribe, and clip
moments from research
interviews, sales calls, and
customer meetings

® MEM

$29M

AlI-powered workspace that's
personalized to you; Mem makes
knowledge storage, sharing, and
generation easy and intuitive.

wond

TBD

Build AI engines in minutes
modeled on your business data to
power your organization with
predictive insights to guide your
org’s outcomes.
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Al innovations fall into four major categories

Data-centric (< 2 years)

- Data that is AI generated rather than obtained
from direct observations of the real world. Data
can be generated using different methods, such as
statistically rigorous sampling from real data

Model-centric (2-5 years)

« AI models still need manual training. AI
techniques will be applied to remove human

curation to train models without larger data sets
and improve quality

Application-centric (2-5 years)

« Rapidly improving decision intelligence to yield
better outcomes. These technologies will reduce
technical debt, increase data capacity, lengthen
model sustainability to produce better
predictability

Human-centric (5-10 years)

« Al that replaces human decisions; it can take into
account for good and bad outcomes
alike. Responsible AI enables the right outcomes
by resolving dilemmas rooted in delivering value
versus tolerating risks

Source(s): Gartner

Hype Cycle for Artificial Intelligence, 2022

Neuromorphic
Computing ModelOps

Operational Al Systems

Al TRiSM
Composite Al

Synthetic Data
Smart Robots —
Foundation Models j\
|

Responsible Al
Generative Al

Expectations

Decision Intelligence

Al Engineering
Data-Centric Al -
Causal Al
Physics-Informed Al

Artificial
General

Edge Al
~ Knowledge Graphs

Natural Language Processing
Digital Ethics

Al Maker and
Teaching Kits

1T

/ “ Computer Vision
/gata Labeling and Annotation
Intelligent Applications

Al Cloud Services

Autonomous Vehicles

Intelligence
Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity
M
Time
Plateau will be reached:
less than 2 years ® 2to5years @ 5to10years A more than 10 years @ obsolete before plateau As of July 2022
garther.com
- rtn r
© 2022 Gartner, Inc. and/or its affiliates. All rights reserved. Gartner and Hype Cycle are registered trademarks of Gartner. dits affil h ®




Key points to take with you

Conversation points for your next family dinner.

 ChatGPT represents the watershed moment of “consumer”
Al tech

« Natural language processing has made a substantial leap
forward and will become table stakes

* Proprietary data sets increase in value: Al is only as good
as the data on which its being trained

« Within 5 years, AI engines will be woven through the
fabric of our digital lives

« Human-Llike decision making capabilities are 10+ years out



Questions? Feedback?

Please reach out!
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Whitney K. Rothe
wrothe@gmail.com
linkedin.com/in/wkrothe




